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Will this paper require some editorial rewriting?     yes     no

Comments: 
This paper investigates the effect of weight normalization on the speed up ratio of finding an object in an image. It may be a useful note but I find it hard to belive that detailed discussion of this sort will be of much interest to the readers. 
Moreover, the claim that „cross-correlating a centered image with the weight matrix is equal

to the cross-correlation” proved in [4] is very strange as simple examples show that this cannot be true. Weights are fixed for differnt subimages, while the means are obviously different, so how can image centering be replaced by weight centering? The proof in [4] is based on (using notation of [4]) 
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, Eq. 10 in [4],

which should rather be: 
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and the conclusion does not follow. Incidently paper [4] uses notation X for weights in Eq. 1 and X for subimage in Eq. 8. 

This reasoning is thus based on a critical flow, unless the author does something else, not mentioned in the paper. Without detailed explanation from the author(s) I recommend not to publish this paper. 
Editorial remarks: 

names of variables should be italicized or bold; not Xi but Xi
Equations look quite bad, please use a better math editor. 

Some problems with language, ex:

networks are learnt => networks are trained 

obtained to the whole => obtained for the whole
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