Układ pracy:

Ogólnie dobrze. 

Drobne niezręczności we wstępie. 

Większość poprawek w tekście

Wprowadzenie: 

s.13  Hebb was not involved in ANN, only in psychology and brain research.

Fig. 3.1 This is one of many ANN types! Reccurent networks, Hopfield, ART, SOM, Boltzman machines, spiking neuron networks are not of the mapping type!

Perhaps a sentence should be added: The most popular feedforward ANN type is presented in Fig. 3.1

3.2.3   term (CLR)  - what is CCR?

After (3.5) regular grid of K –  the points do not have to be spaced regularly. 

p. 39: the curve is monotonically increasing ( what does “increasing curve” mean?

4.14 -  variable names too long, drop “factor”

4.2.5 

Style: What does the monotone regression give more? ( What is gained by using the monotone regression?

methods leads ( method lead

one must wether: ( one must either   

particular field ( particular subfield

After (4.15): In the … ( using affine transformations. In the … 

or so can be ordered ( or can be ordered 

In the general ( In a general

4.3.1

(about one thousand) ( (on the order of 103 on personal computers)

map strongly depend ( maps strongly depend

amounts to minimize a … to be zeroed  ( amounts to minimization of a … or finding zeros of 

minimums ( minima (many times)

4.3.4.

projected space ( target space; otherwise someone may think that MDS make a projection.

4.4.1.

squared distances instead distances ( squared distances instead of just distances

In our paper from Brugges differences between the squared and the usual stress and SOM were illustrated on points on a sphere; perhaps this would be a good place to insert this comparison. Also the 3-rd order equations that may replace minimization, mentioned in paper in “Open systems” and our paper in Szczyrk and Brugges could be added here.  

… initial configurations as long as the same … trials. Then we can  … (  initial configurations.  If the same …trials than we can … 

4.4.3

drawback of those ( drawback of these 

(4.17) – remove

Replacing .. expression in (4.18) into (4.20) gives: ( Replacing in (4.20) expression … by (4.18) gives:

Fig. 4.9b – decreasing time??? How does it compares to 4.8b, where opt. step converges much slower?

4.4.5

approach suffer ( approach suffers

5

no one projection ( no single method

p. 56: applications which purpose is ( applications aimed at 

created during times ( created in real time

performances .. are poor ( performance … is poor.

Fig. 5.1c – why green color is distributed all over the SOM and MDS figures? 

p.58. prepare to the main procedures ( prepare them for detailed analysis. 

has no inference on ( has no influence on 

treatments. Discard … , ( treatments: discard … ; 

following: When ( following: when

p.59

practitioners diagnose … ( clinical psychologists diagnose 

if “classes defined … “ then Women types ( Classes for women; same for men

drug induction ( drug addiction

practitioners ( psychologists  

the database known cases ( the database of known cases

organika ( organic 

in a purpose of comparison ( for comparison

suggesting such a classification. ( suggesting such a classification, although the new case seems to be rather close to other classes. 

6.1.2 

… of the practitioner ( of the person entering the data.

close from each ( close to each

of those subjects ( of these cases

6.1.3

the screen coordinate space ( the target space (screen) 

this first ( The first

in this purpose ( for this purpose

using those methods ( using these methods

were mapped among thew other ( are mapped simultaneously with other 

footnote 2: samples into ( samples divided into

Fig. 6.9c would look better if the figure is manulally rotated to get the green group and carmine group approximately aligned with 6.9b

6.2

As well as classes … or points,  a classifiers’ s … can be represented …  ( Classes … or points;  a classifiers’ s … can also be represented … 

all experiment ( all experiments

for the reasons ( for reasons

a 1 run ( a single run

firstly mapped by ( mapped initially by

6.2.1

whether by ( either by

points from the ( points belonging to the 

in data spaces with ( in spaces of 

Fig. 6.0.g and explanation below: perhaps radius is too small to show the whole border? In 10D the border is 9D, and thus extends to sqrt(9)=3 units. 

… there are training data points from a different class ( the percentage of training data points from a different class becomes significant. 

Appendicitis – add comment: Only cases that are far from the decision border may quite unambiguously be classified by the logical rule. 

6.2.2

selected, as well ( selected as well

Table 6.1 why ??? instead of prob?  

Fig. 6.12-16: what type of zooming was used? Spherical around black dot? In eps figures – make black dot bigger.  Also add IncNet prob. of the main 2 classes to figure captions. 

affectation ( assignment  

6.2.3

One should remember that a hyperplane dividing two classes (provided by a perceptron or linear discrimination analysis) in N-dimensional space is an N-1 dimensional object and therefore should not appear as a line on MDS maps. 

6.3.1 

present computer ( present personal computer

clinic is hypothyroid ( clinic has problems with thyroid. 

Add: The data came from screening tests, therefore the majority of cases are of the normal type.

p. 83. Normalization …. unfinished sentence!

supposed to be close ( that are close 

6.3.2. prof. Szczepaniuk .. in Łódź ( dr Szczepaniuk from the University of Białystok

is featured with ( is described by

no missing value ( there are no missing values

binary. It was decided to set to 1 … ( logical; they were set to 1 … 

A preprocessing of feature selection ( Feature selection

whether ( either  (check in the whole text!)

7.1

In this purpose, ( For this purpose 

pushed away ( decrease

7.2

the performances ( performance 

we developed ( was developed

as eg. ( , for example 

separates necessarily classes ( separates classes

]2,D] ( [2,D]

by the both the ( by both the

A.1.1

affected to ( connected to

derivatives expressions ( expressions for derivatives.

B

functionalities ( functionality 

p. 100. has the charge of the calculations. ( controls the flow of calculations.

control on ( control of 
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[32] errors!
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[107] sammon ( Sammon
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Procustean analysis useful for zooming: what happens when static zooming is used for initialization? The final map should be similar to the static one.

Another way to decrease the number of points is via quantization of real inputs, decreasing the resolution of measurements ( see Rafal’s thesis.

